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ABSTRACT
Authors of scientific publications and books use images to present a wide spectrum of information. Despite the richness of the visual content of scientific publications the figures are usually not taken into consideration in the context of text mining methodologies towards the automatic indexing and retrieval of scientific corpora. In this work, we present a system for automatic categorization of figures from scientific literature to a set of predefined classes. We have employed a wide range of visual features that achieve high discrimination ability between the adopted classes. A real-world dataset has been compiled and annotated in order to train and evaluate the proposed method using three different classification schemata.

Categories and Subject Descriptors
I.4.9 [IMAGE PROCESSING AND COMPUTER VISION]: Applications

1. INTRODUCTION
During the last years document analysis and text mining techniques have been widely applied in scientific documents. In addition, while Open Access is becoming rapidly widespread and through dynamic and online document formats, more visual information is also available. Despite that huge increase in visual content, the application of computer vision techniques in images from scientific publications have not yet reached a high maturity level or an admissible level of automation. During the last years, a few scientific image search engines have been made available, however they mainly focus on extracting information from the respective image captions through typical text mining procedures. Most of the related existing research efforts focus on biomedical images in the context of the spreading biomedical literature mining [2, 11]. In [2] a method towards automatic figure categorization in the context of a digital library is presented, while [11] proposes a rule-based methodology for segmenting a document into textual and non-textual blocks.

In this work, we present a method for scientific figure classification adopting a wider range of visual features, focusing to achieve increased discrimination ability in terms of the particular classification task under study. The figures are automatically classified to five general categories which cover the largest part of the interdisciplinary scientific fields. A real-world dataset and extensive experimental results are also presented in order to prove the validity of the method. The proposed system can be either used as an automatic labeling approach for scientific figures or as a method for image similarity calculation in the context of a retrieval system.

2. DATASET
A real-world dataset has been compiled in order to train and evaluate the proposed scheme. Almost 1500 images have been manually labeled to the following categories: (a) Charts (2D and 3D plots) (b) Diagrams (c) Geometric shapes and visualizations (2D and 3D) (d) Maps and continuous 2D representations (e.g. medical images, signal spectrograms) and (e) Photographs. The images have been extracted from more than 500 scientific publications from the arXiv dataset [http://arxiv.org/], covering a wide range of content classes from several scientific domains. This work only focuses on image classification - not segmentation - therefore the images of the particular dataset are of homogeneous content.

3. VISUAL FEATURE EXTRACTION
The adopted visual features used to represent each image in the context of an effort to produce a class-discriminant feature space are the following:

- **Color**: We extract color-related histogram features from each image, in particular 8-bin histograms of the following channels: red, blue, green, grayscale and saturation.

- **Edges**: A normalized histogram of the edge Sobel operator is computed over the grayscale values.

- **Lines**: Lines can be very informative in discriminating between diagrams, charts and other types of figures. We use the Canny detector to detect edges along with the Hough transform for detecting lines [2]. Three line-related statistics are finally extracted for each image.

- **Histograms of Oriented Gradients**: HOGs represent an object using the local distributions of intensity
gradients and edge directions. They have been widely used in object and human tracking [10].

- **Local binary patterns**: LBPs [7] form a widely used feature in modern image analysis methods. In general, LBPs encode local pixel neighborhoods using binary representations, hence their name. We have selected to adopt LBPs for their ability to represent differences in texture characteristics between images.

- **Face-related attributes**: In order to qualify the existence of faces, the Viola-Jones face detector has been applied on each image, and the number of faces along with three bounding box-related statistics are finally used as features.

- **Text-related attributes**: The Tesseract Optical Character Recognition (OCR) engine [8] is used in order to extract textual information from the figures. Then the following statistics are extracted as features: (a) number of words, (b) characters per word ratio and (c) percentage of numbers.

### 4. CLASSIFICATION

We have implemented and evaluated the following types of classification methodologies: (a) The $k$-nearest neighbor classifier ($k$NN), which, despite its simplicity, is widely used both for binary and multi-class tasks. It does not actually require a training stage and it can operate directly in a multi-class mode (as the one required in the current work) [2]. (b) Support Vector Machines (SVMs) are state-of-the-art classifiers widely employed in many machine learning applications [4], making use of supporting hyperplanes parallel to the decision. (c) Deep Belief Networks have also gained much research attention in the field of computer vision. They are based on the idea that Restricted Boltzmann Machines (RBMs) can be stacked to form a hierarchy of multiple layers where the output of each RBM is used as input to the next [3].

### 5. EXPERIMENTAL EVALUATION

Table 1 presents the overall performances (F1 measure) for all three classification methods, proving that the Deep Belief Network method outperforms the rest. In addition, Table 2 shows the confusion matrix of this method along with the recall, precision and F1 performance measures. In order to achieve statistical accuracy of the estimated performance measures, repeated cross-validation has been followed during the experimentation.

<table>
<thead>
<tr>
<th>Method</th>
<th>CH</th>
<th>DI</th>
<th>GE</th>
<th>MA</th>
<th>PH</th>
<th>Rec</th>
<th>Pre</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>70.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVMs</td>
<td>75.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBN</td>
<td>76.7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Tesseract Optical Character Recognition (OCR) system is used in order to extract textual information from the figures. Then the following statistics are extracted as features: (a) number of words, (b) characters per word ratio and (c) percentage of numbers.

### 6. CONCLUSIONS

We presented a wide range of visual features that discriminate between different types of figures from scientific literature and three classification approaches which have been evaluated on a real-world dataset. The achieved classification performance is promising if we take into consideration the fact that this work focuses on generalized class definitions. Our ongoing and future work focuses on defining a hierarchical classification that provides deeper information regarding the types of images and evaluating the adopted feature space in the context of a scientific image retrieval system, in terms of how accurately can it correlate to semantic distances between scientific visual content.
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