ABSTRACT
The goal of collaborative filtering is to get accurate recommendations at the top of the list for a set of users. From such a perspective, collaborative ranking based formulations with suitable ranking loss functions are natural. While recent literature has explored the idea based on objective functions such as NDCG or Average Precision, such objectives are difficult to optimize directly. In this paper, building on recent advances from the learning to rank literature, we introduce a novel family of collaborative ranking algorithms which focus on accuracy at the top of the list for each user while learning the ranking functions collaboratively. We consider three specific formulations, based on collaborative p-norm push, infinite push, and reverse-height push, and propose efficient optimization methods for learning these models. Experimental results illustrate the value of collaborative ranking, and show that the proposed methods are competitive, usually better than existing popular approaches to personalized recommendation.
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1. INTRODUCTION
Personalized recommendation has become popular in a wide range of applications, such as electronic commerce, web search, news discovery, and more [2, 6, 13, 23]. Typically, the recommendation system selects a small set from the underlying pool of items (e.g., news, movies, books) to recommend to the user. The user can either like (e.g., read, click, buy, etc.) or dislike the items in the list, or take no action. Ideally, we want each user to like the items presented towards the top of the ranked list, since these are the ones she will actually get to see.

Collaborative filtering is a popular approach for recommendations systems. Typically such techniques assume that the user-item rating matrix $R$ is low-rank, and they collaboratively learn the latent factors $U$ and $V$ for the users and the items correspondingly [19, 25]. Probabilistic matrix factorization type of approaches, widespread especially after the Netflix challenge [6], pose the problem of personalized recommendation as a rating prediction or matrix completion problem, trying to predict the ratings of unrated items [1, 19, 25, 31, 33]. Such approaches consider the square loss or variants as a measure of prediction accuracy. In reality, for a 5-point rating scale, predicting a true 5 as a 3 is often more costly than predicting a 3 as a 1, although their square loss is the same. More generally, what matters in a recommendation system is the ranking of items, especially the ranking performance at the top of the list, i.e., the items the user will actually see.

In this paper, we consider the recommendation problem as a collaborative ranking (CR) problem, such that the ranking loss focuses on accuracy at the top of the list for each user. The consideration is inspired by recent results [5, 38, 39] which support the hypothesis that posing recommendation problems as a ranking problem, as opposed to matrix completion or ratings prediction, leads to better performance. While existing CR models do optimize certain classical ranking metrics [34, 35, 36, 39], most of these metrics are non convex, so one works with a relaxation of the original problem, e.g., CofiRank [39] optimizes a convex upper bound of a loss based on Normalized Discounted Cumulative Gain (NDCG) [17], CLiMF [34] optimizes a smoothed version of the Reciprocal Rank [4] via a lower bound, etc. Moreover, certain CR models [22] consider the entire list, rather than focusing on accuracy at the top of the list.

We build on two good ideas respectively from the collaborative filtering and the learning to rank literature. First, the low rank representation with latent factor for users and items is indeed a simple and powerful idea. Second, the convex loss functions developed in the recent literature on learning to rank, such as p-norm push, infinite push, and reverse-height push [3, 28, 30], perform well to get accurate rankings at the top of the list. In our work, we use low rank representations for CR while working with ranking losses for individual users which focus on accuracy at the top of the list for each user. The result is a flexible new family of approaches for CR based on collaborative p-norm push, infinite...
push, and reverse-height push. We propose efficient alternating minimization methods for iteratively updating the latent factors, including a new approach for the non-smooth problem in infinite push based on gradient mapping for minimax problems [26]. Empirical evaluation carefully considers three key questions: (i) Between square loss and ranking loss with focus on the top of the list, which does better with recommendations at the top of the list? (ii) Between individual ranking and collaborative ranking, which does better for recommendations across all users, and (iii) Are the new collaborative ranking methods competitive with related existing ideas? Through extensive experiments, we illustrate that ranking loss indeed performs better than squared loss, collaborative ranking outperforms individual ranking, and the proposed set of algorithms are competitive, usually better than existing baselines.

The rest of the paper is organized as follows. We briefly review related work in Section 2. In Section 3, we combine the ideas of push and collaborative ranking, and propose three algorithms for collaborative ranking with a push at the top of the list. We empirically evaluate the proposed methods in Section 4, and conclude in Section 5.

2. RELATED WORK

In Information Retrieval (IR), the Learning To Rank (LTR) problem considers a set of training queries, where for each query a set of retrieved documents along with their relevance scores are given [8, 9, 10, 11, 24, 32]. The goal is to learn a ranking function which maps the features of the documents to a relevance score, based on which the documents will be ranked by degree of predicted relevance. A vast literature for LTR exists, and the categories of the methods proposed to approach the problem are pointwise [12], pairwise [3, 7, 8, 9, 30, 32] and listwise [10, 40]. The pointwise techniques require fitting to the actual relevance values, which is analogous to optimizing for the AUC metric. Thus, pointwise techniques try to predict the exact relevance scores of unseen documents instead of just capturing the correct ordering between them. The pairwise approach avoids these drawbacks by predicting the preference order between data. The two LTR approaches we employ, i.e., P-Norm Push [30] and Infinite Push [3] both lie in the category of pairwise LTR approaches. Their main disadvantage is the computational complexity, which is however not prohibitive when being applied to recommender systems, because of the sparsity of ratings for the users. Listwise approaches learn a ranking model for the entire set of documents.

Inspired by the analogy between query-document relations in IR and user-item relations in recommender systems, many CR approaches have been proposed over the past few years for personalized recommendations [5, 20, 22, 29, 34, 35, 36, 38, 39]. The majority of them optimize one of the (top-N) ranking evaluation metrics by exploiting advances in structured estimation [37] that minimize convex upper bounds of the loss functions based on these metrics [21]. CofiRank is one of the state-of-the-art listwise CR approaches which optimizes a convex relaxation of the NDCG measure for explicit feedback data (i.e., ratings) [39]. CLIMF and xCLIMF respectively optimize a smooth lower bound for the mean reciprocal rank on implicit (based on user behavior) feedback data [34], and expected reciprocal rank for data with multiple levels of relevance [36]. GAPfm [35] has been proposed to optimize Graded Average Precision, in order to address the concerns with Average Precision in multiple-relevance graded data. Recent work in [38], in the same spirit as [5], argued the need to bridge the ideas in the LTR community with Collaborative Filtering (CF). For that, they used a novel approach of generating features for the LTR task using CF techniques, i.e., neighborhood-based and model-based techniques, so that the problem can be transformed to a classic pairwise LTR problem. Recently, [22] introduced a method for Local Collaborative Ranking (LCR) where ideas of local low-rank matrix approximation were applied to the pairwise ranking loss minimization framework. A special case of this framework is Global Collaborative Ranking (GCR) where global low-rank structure is assumed, as is usually done in the ranking counterpart of Probabilistic Matrix Factorization (PMF)-type methods [1, 25, 31, 33], although equal importance is given to the whole ranked list.

3. PUSH COLLABORATIVE RANKING

Consider a collaborative ranking setting with m users \{ρ₁, ..., ρ_m\} and n items \{x₁, ..., x_n\}, where the items can be movies, books, news articles, etc. Each user ρ_i is assumed to have rated a total of n_i ≤ n items, of which n_i^+ items are rated as ‘relevant’ and n_i^- items are rated as ‘not relevant.’ Let L_i^+ denote the set of relevant items and L_i^- denote the set of non-relevant items for user ρ_i, so that |L_i^+| = n_i^+ and |L_i^-| = n_i^-.

The goal is to construct ranking/scoring functions \(f_i(x)\) over the items for each user ρ_i such that relevant items for ρ_i get a higher rank-score. From a ranking perspective, \(f_i(x)\) induces a ranking over all items, and the goal is to make sure relevant items are ranked higher than non-relevant items. To accomplish the goal, our algorithms focus on two aspects: the ranking functions \(f_i(x)\) for users will be

(i) trained with focus on accuracy at the top of the list for each user, and
(ii) constructed collaboratively across all the users, rather than separately for each user.

The working hypothesis that emphasis on these two aspects for collaborative ranking lead to better performance will be carefully evaluated in Section 4, where we consider alternative approaches which give equal importance to the entire list, or train the ranking functions individually on each user. We start with a discussion on how these two aspects are realized in our algorithms.

3.1 Push and Collaborative Ranking

**Ranking with a Push:** The idea of ranking with emphasis on the top of the list has been explored in the learning to rank literature [3, 7, 28, 30]. We build on a specific idea, originally due to [30]. For any user ρ_i, the “height” of a non-relevant item \(x_j^-\) is the number of relevant examples \(x_k^+\) ranked below it by the learned ranking function \(f_i\), i.e.,

\[ H_i(x_j^-) = \sum_{k \in L_i^+} 1[f_i(x_k^+) \leq f_i(x_j^-)] , \]

where \(1[\cdot]\) is the indicator function. The vector \(H_i \in \mathbb{R}_+^{n_i^-}\) contains the height of all non-relevant items. A high value of \(H_i(x_j^-)\) implies that several relevant items are ranked below \(x_j^-\) according to \(f_i(\cdot)\). The learning of \(f_i(\cdot)\) needs to focus on making the heights of non-relevant items...
small, i.e., push the non-relevant items down, with more emphasis on the large entries in \( H \), i.e., non-relevant items towards the top of the list. One can consider learning \( f_i(\cdot) \) by minimizing the \( L_p \)-norm of \( H \) [30] (p-norm push), or, the \( L_\infty \)-norm of \( H \) (infinite push), which simply focuses on the largest element [3]. Other such suitable functions of \( H \), which focus on pushing down non-relevant items from the top of the list, can also be considered.

An alternative approach involves pushing the relevant examples up, rather than pushing the non-relevant examples down. For any user \( \rho_i \), the “reverse height” of a relevant item \( x^k_i \) is the number of non-relevant examples \( x^j_i \) ranked above it by the learned ranking function \( f_i \), i.e.,

\[
R_i(x^k_i) = \sum_{j \in L^i_\neg} 1[ f_i(x^k_i) \leq f_i(x^j_i) ] . \tag{2}
\]

The vector \( R_i \in \mathbb{R}^{n^+_i} \) contains the reverse height of all relevant items. A high value of \( R_i(x^k_i) \) implies that several non-relevant items are ranked above the relevant \( x^k_i \) according to \( f_i(\cdot) \). The learning of \( f_i(\cdot) \) needs to focus on making the reverse heights of relevant items small, i.e., push the relevant items up. Before, as one can choose objective functions on \( R_i \) which put more emphasis on relevant items with high reverse heights, e.g., one can use p-norm or infinite push.

The use of indicator functions \( \| f_i(x^k_i) \leq f_i(x^j_i) \| \) to define heights, while conceptually convenient, is not suitable for optimization purposes. As a result, we will use a surrogate for the indicator function. For the paper, with \( \Delta_i(k,j) = f_i(x^k_i) - f_i(x^j_i) \), we use the logistic loss of the difference as the surrogate:

\[
\ell(\Delta_i(k,j)) = \log(1 + \exp(\Delta_i(k,j))) , \tag{3}
\]

noting that it forms a convex upper bound to the indicator function. In the sequel, we refer to the height (reverse height) computed using the surrogate, as surrogate height \( \hat{H}_i \) (surrogate reverse height \( R_i \)).

**Collaborative Ranking:** Instead of learning the functions \( f_i(\cdot) \) separately for each user, we focus on learning them collaboratively. Towards this end, we build on the existing approach of low-rank or latent factor based representation of the scores, widely used in the collaborative filtering literature [25, 39]. Let \( U \in \mathbb{R}^{d \times m^+} \) be the latent factor corresponding to the users, where the \( i^{th} \) column \( u_i \in \mathbb{R}^d \) is the latent factor for user \( \rho_i \). Similarly, let \( V \in \mathbb{R}^{d \times n^+} \) be latent factor for the items, where the \( j^{th} \) column \( v_j \in \mathbb{R}^d \) is the latent factor for item \( x_j \). Then, we assume the scoring function \( f_i(x_j) = u_i^T v_j \), so that the overall score matrix \( F = U^T V \in \mathbb{R}^{m^+ n^+} \) is of rank \( d \), where \( d \) is a user specified parameter. Based on such a representation, we have

\[
\Delta_i(k,j) = f_i(x^k_i) - f_i(x^j_i) = u_i^T (v_k - v_j) . \tag{4}
\]

Plugging the above form to compute the surrogate height of a non-relevant sample from (1) gives

\[
\hat{H}_i(x^-_j) = \sum_{k \in L^-_i} \log \left( 1 + \exp(-u_i^T (v_k - v_j)) \right) . \tag{5}
\]

Similarly, we obtain the form of the surrogate reverse height for a relevant sample from (2) as

\[
R_i(x^+_j) = \sum_{j \in L^+_i} \log \left( 1 + \exp(-u_i^T (v_k - v_j)) \right) . \tag{6}
\]

In the rest of the section, we discuss three different loss functions which work with such surrogate heights and put emphasis on accuracy at the top of the list. We outline algorithms for minimizing such loss functions over the latent factors \( U, V \).

### 3.2 P-Norm Push Collaborative Ranking

The main idea in p-norm push collaborative ranking (P-Push CR), building on [30], is to consider the \( L_p \) norm of the surrogate height vector \( \hat{H}_i \) with elements as in (5), and construct an objective function as a suitable scaled sum of such norms over all users. In particular, we consider the objective

\[
\mathcal{E}_{p-push}(U, V) = \sum_{i=1}^{m} \frac{|| \hat{H}_i ||_p}{n_i} = \sum_{i=1}^{m} \frac{1}{n_i} \sum_{j \in L^-_i} \left( \hat{H}_i(x^-_j) \right)^p \tag{7}
\]

The optimization is done by alternating minimization [16], i.e., updating \( U \) while keeping \( V \) fixed, and then updating \( V \) while keeping \( U \) fixed. The objective function is bi-convex, i.e., convex in one argument while keeping the other fixed. The updates of the latent factors for each user and each item can be done using gradient descent. In each iteration \( t + 1: \)

\[
u_i^{t+1} \leftarrow u_i^t - \eta \nabla_u \mathcal{E}_{p-push}(U^t, V^t) , \quad i = 1, \ldots, m , \tag{8}
\]

\[
v_h^{t+1} \leftarrow v_h^t - \eta \nabla_v \mathcal{E}_{p-push}(U^{t+1}, V^t) , \quad h = 1, \ldots, n . \tag{9}
\]

The gradients can be obtained by a direct application of chain rule. For compact notation, let

\[
\sigma(x) = \frac{1}{1 + \exp(x)} . \tag{10}
\]

From (3) and (4), we get the gradients

\[
\nabla_{\Delta_i(k,j)} \ell(\Delta_i(k,j)) = -\sigma(\Delta_i(k,j)) , \tag{11}
\]

\[
\nabla_{u_i} \Delta_i(k,j) = (v_k - v_j) , \tag{12}
\]

\[
\nabla_{v_h} \Delta_i(k,j) = \begin{cases} u_i , & \text{if } h = k , \\ -u_i , & \text{if } h = j . \end{cases} \tag{13}
\]

By chain rule, the gradient of the objective w.r.t. \( u_i \) is

\[
\nabla_{u_i} \mathcal{E}_{p-push}(U, V) = \frac{P}{n_i} \sum_{j \in L^-_i} \left( \left( \hat{H}_i(x^-_j) \right)^{p-1} \sigma(\Delta_i(k,j)) (v_j - v_k) \right) .
\]

The latent factors \( v_h \) play different roles for different users, depending on whether \( x_h \) is relevant or non-relevant for user \( \rho_h \). For item \( x_h \), let \( \Gamma^+_h \) be the set of users for which \( x_h \) is relevant, and let \( \Gamma^-_h \) be the set of users for which \( x_h \) is non-relevant. There may be additional users who have no (announced) preference on item \( x_h \), and the optimization of \( v_h \) will not depend on these users. Then, by dividing the sum over all users into sums over \( \Gamma^+_h \) and \( \Gamma^-_h \) and noting the gradients of \( \Delta_i(k,j) \) w.r.t. \( v_h \) for the two cases from (13),
In order to define a gradient mapping, we consider a proximal operator of the linearization, given by
\[ f_r(u; u_i) = f(u_i; u_i) + \frac{\gamma}{2} \| u_i - \bar{u}_i \|^2, \] (18)
where \( \gamma > 0 \). Based on the proximal operator, let
\[ f^*(\bar{u}_i; \gamma) = \min_{u_i} f_r(u_i; u_i), \] (19)
\[ u_i^* := \operatorname{argmin}_{u_i} f_r(u_i; u_i); \] (20)
\[ g_r(\bar{u}_i; \gamma) = \gamma (\bar{u}_i - u_i^*), \] (21)
where \( g_r(\bar{u}_i; \gamma) \) is the gradient mapping of the max-type function \( f \) at \( \bar{u}_i \). [26, Section 2.3]. Assuming the individual functions \( f_j \), the gradient method for the minimax problem is given by the simple iterative update:
\[ u_i^{t+1} = u_i^t - \eta g_r(u_i^t; \gamma), \] (22)
where \( \eta \) is the learning rate and \( u_i^t \) serves as the linearization point \( \bar{u}_i \). Since each function \( f_j(u_i) \) is \( \beta \)-smooth, we can set \( \gamma = \beta \). With any \( \eta \leq \frac{1}{\beta} \), the gradient method has an exponential convergence rate [26, Theorem 2.3.4], which is substantially better than just treating the problem as non-smooth optimization and using sub-gradient descent [26].

The key step in obtaining the gradient mapping in (21) is to solve the optimization problem in (19). Using the definition of the linearization and the proximal operator [27], we get the following optimization problem:
\[ \min_{u_i} \left\{ \max_{j \in L_i^+} \left[ f_j(u_i) + \langle \nabla f_j(u_i), u_i - \bar{u}_i \rangle \right] + \frac{\gamma}{2} \| u_i - \bar{u}_i \|^2 \right\}. \] (23)

The above problem is the proximal operator of a piecewise linear function. The problem can be rewritten as a constrained optimization problem:
\[ \min_{u_i, t} \left\{ t + \frac{\gamma}{2} \| u_i - \bar{u}_i \|^2 \right\} \] s.t. \[ f_j(u_i) + \langle \nabla f_j(u_i), u_i - \bar{u}_i \rangle \leq t. \] (24)
A direct calculation shows that the dual of the constrained problem is equivalent to a quadratic minimization problem over the probability simplex:
\[ \min_{y} y^T Q y + b^T y \] s.t. \[ \sum_j y_j = 1, \quad y_j \geq 0, \] (25)
where \( Q \) is a positive semi-definite matrix. The dual objective is concave and simply the negative of the above quadratic form, and \( y \) corresponds to the Lagrange multipliers. The quadratic problem with simplex constraints can be solved by a projected gradient or exponentiated gradient method [15, 18]. In practice, we use early stopping of the dual projected gradient descent, compute the gradient mapping, and update \( u_i \) based on (22).

3.4 Reverse-Height Push Collaborative Ranking

We now consider a formulation based on the reverse height \( R_i(x^+_j) \) of positive items \( x^+_j \) for user \( \rho_i \), as in (2). As discussed in [30], the reverse height is similar to the rank of a positive item \( x^+_j \), but only considering the negative items \( x^-_j \) which are above it, and disregarding the other positive items. By treating reverse height as a surrogate for rank, one can follow the existing literature on learning to rank, and consider maximizing objectives such as reciprocal rank or discounted cumulative gain (DCG), e.g., for each user \( \rho_i \).
maximize
\[ \sum_{k \in L^+_h} \frac{1}{R^+_i(x^+_k)} \quad \text{or} \quad \sum_{k \in L^+_h} \log(1 + R^+_i(x^+_k)) . \]

However, these objectives are difficult to directly maximize. Instead, staying in the spirit of these objectives, we consider the following objective
\[ \sum_{k \in L^+_h} \log \left( \frac{1}{1 + R^+_i(x^+_k)} \right) , \]
which decreases with increasing rank.

Recall that the latent factors \( \mathbf{U} \) and \( \mathbf{V} \) play different roles for different users, depending on whether \( x_h \) is relevant or not for user \( \rho_i \). As before, for item \( \sigma = i \), let \( \Gamma^+_h \) be the set of users for which \( x_h \) is relevant, and let \( \Gamma^-_h \) be the set of users for which \( x_h \) is non-relevant. There may be additional users who have no (announced) preference on item \( \sigma \). As before, from (13), from (26) we have
\[ \nabla_{\mathbf{u}_i} E_{\text{rh-push}}(U, V) = \sum_{i=1}^m \frac{1}{n_i} \sum_{k \in L^+_h} \log(1 + R^+_i(x^+_k)) \]
\[ = \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) (v^+_j - v^-_j) , \]
where
\[ \Delta_i(k, j) = z \] for simplicity, the above loss has components of the form \( \log(1 + \log(1 + \exp(-z)) \), which we refer to as log-log loss. Interestingly, while the log-log loss is not convex, it is quasi-convex and monotonic decreasing, as shown in Figure 2. Further, the objective is more robust than the logistic loss for negative \( z \), and stays closer to the 0-1 loss for which it acts as a surrogate. Related non-convex losses have been explored in the literature, e.g., in the context of t-logistic regression [14].

As in Section 3.2, we use alternating minimization of the objective in (26), i.e., updating \( U \) keeping \( V \) fixed, and updating \( V \) keeping \( U \) fixed. In the current setting, the alternating minimization will reach a stationary point, possibly a local minimum of the objective. As we discuss in Section 4, the empirical results from the log-log loss are surprisingly good along with fairly stable parameter sensitivity, which implies the need for further study of the loss. For alternating minimization, the updates can be done using gradient descent:
\[ u_{i}^{t+1} \leftarrow u_{i}^{t} - \eta \nabla_{u_i} E_{\text{rh-push}}(U^t, V^t) , \quad i = 1, \ldots, m , \]
\[ v_{h}^{t+1} \leftarrow v_{h}^{t} - \eta \nabla_{v_h} E_{\text{rh-push}}(U^{t+1}, V^t) , \quad h = 1, \ldots, n . \]
As before, the gradients can be obtained by chain rule. Using (11) and (12), from (26) we have
\[ \nabla_{\mathbf{u}_i} E_{\text{rh-push}}(U, V) = \sum_{i=1}^m \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) (v^+_j - v^-_j) , \]
\[ \nabla_{\mathbf{v}_h} E_{\text{rh-push}}(U, V) = \sum_{i \in \Gamma^+_h} \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) u_i , \]
\[ \nabla_{\mathbf{u}_i} E_{\text{rh-push}}(U, V) = \sum_{i \in \Gamma^-_h} \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) u_i . \]

Recall that the latent factors \( \mathbf{v}_h \) play different roles for different users, depending on whether \( x_h \) is relevant or not for user \( \rho_i \). As before, for item \( \sigma = i \), let \( \Gamma^+_h \) be the set of users for which \( x_h \) is relevant, and let \( \Gamma^-_h \) be the set of users for which \( x_h \) is non-relevant. There may be additional users who have no (announced) preference on item \( \sigma \). As before, from (13), from (26) we have
\[ \nabla_{\mathbf{u}_i} E_{\text{rh-push}}(U, V) = \sum_{i \in \Gamma^+_h} \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) u_i , \]
\[ \nabla_{\mathbf{v}_h} E_{\text{rh-push}}(U, V) = \sum_{i \in \Gamma^-_h} \frac{1}{n_i} \sum_{k \in L^+_h} \sum_{j \in L^-_h} \sigma(\Delta_i(k, j)) u_i . \]
Remark: For all of our proposed formulations we consider an additional regularization term \( \frac{1}{2} \left( ||U||^2 + ||V||^2 \right) \). The gradient term for the \( u_i \) updates then has an additional term \( \lambda u_i \), and similarly for the \( v_h \) updates. Also, the computational complexity for computing the gradients for a user \( u_i \) in one iteration is \( O(n_i^2 n^-) \), which is small in practice since \( n_i^+, n^- \ll n \), the total number of items.

4. EXPERIMENTS

We conducted extensive experiments in order to validate the performance of the three proposed collaborative ranking approaches (P-Push CR, Inf-Push CR, RH-Push CR) on real world datasets. We have divided our experiments into three sets in order to address the following questions: (i) What is the impact of posing the problem as a rating prediction problem versus a ranking one, i.e., optimizing for the square loss versus a ranking loss? (ii) Is learning the ranking functions collaboratively across all users more effective than constructing a separate ranking model per user? (iii) Do the proposed push collaborative ranking approaches outperform state-of-the-art CR approaches for recommendation systems? After discussing the experimental setup, we evaluate these questions empirically in Sections 4.2, 4.3, and 4.4 respectively.

4.1 Experimental Setting

Datasets. We used four publicly available datasets for our experiments: three movie datasets MovieLens 100K, MovieLens 1M, EachMovie and a musical artist dataset from Yahoo! which contains user ratings of music artists [41]. The two MovieLens datasets were kept in their original form. The EachMovie dataset used was a subset of the original EachMovie including the ratings of 30,000 randomly selected users with 20 or more ratings\(^3\). The Yahoo! dataset was subsampled to speed up the experiments, since the original dataset had close to 2 million users and 100,000 items. For the Yahoo! dataset, we first selected the 1,000 most popular items and then selected the 6,000 most heavy users (with the most ratings). In addition to the subsampling we removed the user ratings of the special value 255 (‘never play again’) and rescaled user ratings from 0-100 to the 1-5 interval. The rescaling was done by mapping 0-19 to 1, 20-39 to 2, etc. The procedure followed for the Yahoo! dataset is close to the one described in [38]. The users, items and ratings statistics are summarized in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Users</th>
<th># Items</th>
<th># Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens 100K</td>
<td>943</td>
<td>1,682</td>
<td>100,000</td>
</tr>
<tr>
<td>MovieLens 1M</td>
<td>6,040</td>
<td>3,706</td>
<td>1,000,209</td>
</tr>
<tr>
<td>EachMovie</td>
<td>30,000</td>
<td>1,623</td>
<td>2,109,780</td>
</tr>
<tr>
<td>Yahoo! R1</td>
<td>6,000</td>
<td>1,000</td>
<td>3,522,232</td>
</tr>
</tbody>
</table>

Table 1: Dataset Statistics

Data Split. Throughout our experiments we adopted the “weak” generalization setting which has become standard practice in the literature \([5, 22, 38, 39]\). In this setting, we fix the number of training ratings per user \( n_i = \{10, 20, 50\} \) and randomly choose \( n_i \) ratings for each user for training, 10 ratings for validation, and test on the remaining ratings. The experimental setting facilitates the comparison with the state-of-the-art approaches and allows the study of the ranking algorithms’ sensitivity to the number of available training ratings per user. Users with less than \( n_i + 20 \) ratings are removed to ensure that we can evaluate on at least 10 ratings for each user. Note that the number of test items vary significantly across users, with many users having many more test ratings than training ones, thus simulating the real life recommendation scenario \([38]\). For each setting of ‘given \( n_i \)’ ratings per user we repeated the whole procedure 10 times and reported the mean and standard deviation of the results.

Setup. In the evaluation phase, for each user, we compare pairs of items \((x_h, x_v)\) belonging to the test set for that user, such that each of these items have appeared in the training set of some users. Using such items ensuring that the latent factors of the items have been updated during training, and we are not working with their randomly initialized value. In addition, in order to simulate the setup of two-level relevance ratings (Section 3), we transformed the ratings of all datasets from a multi-level relevance scale to a two-level scale \( (+1, -1) \), i.e., using 4 as relevance threshold for MovieLens 100K, MovieLens 1M and Yahoo!, and 5 for EachMovie. In particular, for the two MovieLens datasets and the Yahoo! dataset, ratings of the value 4-5 are marked as relevant, and 1-3 are marked as non-relevant. For the EachMovie dataset 5-6 are marked as relevant, and 1-4 are marked as non-relevant. Also, we removed users with no positive (relevant) or no negative (non-relevant) ratings in the training set, so that there is at least one positive example to “pull up” or at least one negative example to “push down”. The exact same input was given to all algorithms.

Evaluation Metrics. Since our goal is to achieve accuracy towards the top of the ranked list, we chose two evaluation metrics which reflect this and have been widely used in the learning to rank literature \([7, 11, 21]\).

In the definitions below, we assume that the items are enumerated according to the decreasing order of their scores. We will denote with \( k \) the truncation threshold, reflecting the number of recommendations we want to consider. Let \( r \) be the index ranging over positions in the ranked list \((r = \{1, \ldots, k\})\), and \( rel(r) \) denote the relevance of the \( r \)-th item for the user. For the definition of Average Precision \( @k \), \( rel(r) = 0 \) if this is a non-relevant item for the user, \( rel(r) = 1 \) otherwise. For the computation of NDCG\@k, \( rel(r) \) equals to the user’s observed rating from the multi-level scale, i.e., 1-6 for EachMovie, 1-5 for the rest of the datasets. The latter choice was made for the sake of consistency with the state-of-the-art literature \([38, 39]\), though during training all approaches have access just to the two-level relevance scale ratings.

Average Precision \( @k \) (AP\@k) is defined as the average of Precisions computed at each relevant position in the top \( k \) items of the user’s ranked list. Precision \( @r \) \( (P@r) \) equals the fraction of relevant items out of the top \( r \) ranked items.

\[
AP@k = \frac{1}{k} \sum_{r=1}^{k} \frac{P@r \cdot rel(r)}{\min(k, \# \text{ of relevant items})}
\]

DCG\@k captures the importance of finding the correct ordering among higher ranked items compared to that among lower ranked items, by discounting the importance weight with the item’s position in the ranked list. DCG\@k is formally given by

\[
DCG@k = \sum_{r=1}^{k} \frac{2^{rel(r)} - 1}{\log_2(r + 1)}
\]
Figure 3: Comparison of performance of the proposed Push CR models against CofiRank and GCR in NDCG@$k$ for $k = \{1, 2, 3, 4, 5, 10\}$ for the two MovieLens datasets. All of our proposed Push CR methods outperform CofiRank and GCR.

Figure 4: Comparison of performance of the proposed Push CR models against CofiRank and GCR in Average Precision@$k$ for $k = \{1, 2, 3, 4, 5, 10\}$ for the two MovieLens datasets. All of our proposed Push CR methods outperform CofiRank and GCR.
NDCG@$k$ is the ratio of DCG@$k$ to the Ideal DCG@$k$ for that user, i.e., the DCG@$k$ obtained had the user’s recommendation list been sorted according to the ground truth ratings given by the user.

In our experiments, after computing the metrics per user, we averaged the results over all users and reported the results for Mean Average Precision@$k$ (MAP@$k$) and Mean NDCG@$k$. We varied $k$ from 1 to 10 as this is usually the size of a recommendation list fitting a device’s screen.

**Model Parameters.** The validation set was used for selecting the best model parameters. We varied the regularization coefficient $\lambda$ in the range {10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1} and the rank of the latent factors in {5, 10, 20, 50, 70, 90}. We fixed the learning rate for the gradient-based updates to be $\eta = 10^{-3}$ for MovieLens 1M and Yahoo!, and $\eta = 10^{-2}$ for MovieLens 100K and EachMovie. In addition, the validation set was used to determine early stopping. We stopped either after 200 iterations or when the improvement in MAP@$5$ in the validation set got smaller than some threshold (10^{-3}).

For the $p$-Push CR method we set the parameter $p = 2$, which gives a small push towards the top of the list. The reason we chose a small $p$ was because of numerical instabilities which appeared for higher values of $p$. For the inner optimization problem (23) of the Inf-Push CR approach, we used the following parameter setting: We set $\gamma$ of the proximal operator equal to 10, learning rate equal to 0.01 and regularization coefficient $1/\gamma = 0.1$. Early stopping was used, since there was no need to solve the inner problem fully as in the next outer iteration the same optimization problem would have to be solved. We stopped either when the improvement in the value of the optimization problem was smaller than 0.01 or after 25 iterations.

### 4.2 Validation: Ranking vs. Rating Prediction

In the first set of experiments, we validate the effect of optimizing for a ranking based loss function versus the square loss. Since such a comparison has been explored in the recent literature [5, 39], we limit the set of experiments to a direct comparison between Probabilistic Matrix Factorization (PMF) [25] (rating prediction) and the proposed Push CR approaches (ranking) in terms of AP@$10$. For the experiments, we used the two MovieLens datasets, with the number $n_i$ of training ratings per user set to vary in the range of {10, 20, 50}. Figures 1(a) and 1(b) illustrate the superiority of optimizing a ranking based loss function compared to the square loss. The results support the effectiveness of posing recommendation systems as a ranking problem rather than a rating prediction problem based on squared loss. Thus, in the sequel we focus on comparing ranking approaches.

### 4.3 Validation: Collaborative vs. Individual

The second set of experiments is conducted to examine whether collaborative ranking, i.e., learning latent factors for the users and items from the rating matrix, results in higher ranking accuracy compared to training separate ranking functions per user. For this task, we compare the proposed collaborative model for Infinite Push (Inf-Push CR) with the approach of building a separate Infinite Push model per user (Inf-Push per User). We again used the two MovieLens datasets, varying the number $n_i$ of training ratings per user in the range of {10, 20, 50} and reported the mean and standard deviation of AP@$10$. For Inf-Push per User we implemented Infinite Push as in [3] and used the feature vectors of the items (movie genre) in order to learn the linear ranking function [1, 33]. Note that according to [33], genre seems to be the most informative feature among other types.
of side information. Further, any helpful feature one can add for the items, the collaborative model can also be extended to take advantage of such features. Figures 1(c) and 1(d) show that learning the latent factors collaboratively clearly outperforms learning a separate ranking function per user using the rated items' features. The experiment validates the effectiveness of the collaborative ranking framework and allows us to focus on CR approaches for recommendation for the rest of the paper.

4.4 Comparison of Proposed Approaches

In the third set of experiments, we address the question: Do our three proposed CR approaches, i.e., P-Push CR, Inf-Push CR, RH-Push CR outperform the state-of-the-art CR methods? We compare the Push CR methods with CofiRank [39], which is considered a very popular baseline in the CR literature and with Global Collaborative Ranking (GCR) [22] which is the ranking counterpart of PMF-type methods. For CofiRank, we used the publicly available package

\[^2\] www.cofirank.org

\[^3\] prea.gatech.edu

set the same parameter values provided in the original paper [39] (rank = 100 and \( \lambda = 10 \)), and default values provided in the source code for unstated parameters. For GCR, we implemented the source code based on the publicly available package

\[^2\] www.cofirank.org

\[^3\] prea.gatech.edu

parameters for the Push CR methods were all chosen based on performance on AP@5 in the validation set. Figures 3(a)-(c), 3(d)-(f), 5(a)-(c), 5(d)-(f) compare the competing methods in terms of NDCG@top for the MovieLens 100K, 1M, EachMovie and Yahoo! datasets respectively, whereas figures 4(a)-(c), 4(d)-(f), 6(a)-(c), 6(d)-(f) show the corresponding AP@top comparison.

Based on the experimental results illustrated in Figures 3, 4, 5, 6 we conclude that in most cases at least one (usually all) of our proposed Push CR methods outperforms CofiRank in terms of both ranking metrics. The only case where the mean of NDCG@top of CofiRank outperforms the proposed approaches is for Yahoo!, Given 50. For the same case, the mean of AP@top of CofiRank almost coincides with that of Inf-Push CR, is higher than that of P-Push CR but is outperformed by RH-Push CR. For the case of Yahoo!, Given 20, the NDCG@top of CofiRank outperforms that of P-Push CR but lags behind Inf-Push CR and RH-Push CR. So, overall, our Push CR approaches significantly outperform CofiRank. In addition, from our experiments in the two MovieLens datasets, we observe that CofiRank and all proposed Push CR methods always outperform GCR in terms of the two top-K ranking metrics.

We can also compare the performance among the proposed Push CR methods. The improvement in the 0-1 error in the validation set got smaller than some threshold (0.001) or after 200 iterations.

**Results and Discussion.** We report the mean and standard deviation of AP@top and NDCG@top over 10 runs, where ‘top’ varies in the range of \( \{1, 2, 3, 4, 5, 10\} \) and the fixed number of training ratings per user \( n_i \) varies in \( \{10, 20, 50\} \). Recall that the parameters, such as rank, regularization parameter, and early stopping, for the Push CR methods were all chosen based on performance on AP@5 in the validation set. Figures 3(a)-(c), 3(d)-(f), 5(a)-(c), 5(d)-(f) compare the competing methods in terms of NDCG@top for the MovieLens 100K, 1M, EachMovie and Yahoo! datasets respectively, whereas figures 4(a)-(c), 4(d)-(f), 6(a)-(c), 6(d)-(f) show the corresponding AP@top comparison.
is particularly notable when the amount of available training points ($n_i$) is small. For $n_i=10$, Inf-Push CR outperforms all other methods in terms of both AP@top and NDCG@top, in all datasets apart from EachMovie (where it lags behind P-Push CR). In contrast, the improvement of RH-Push CR is particularly notable when the amount of available training points ($n_i$) grows larger. For $n_i=50$, RH-Push CR outperforms the rest of Push CR methods in both AP@top and NDCG@top, except for EachMovie, where the mean of AP@top lags behind that of P-Push CR. Also, P-Push CR has the most variability in its performance across the ten runs.

Comparison with CLiMF

For completeness, we also compare the proposed Push CR methods with another state-of-the-art method, CLiMF [34]. Such a comparison is tricky as CLiMF uses implicit binary ratings data while Push CR methods use explicit binary ratings. We train CLiMF on the explicit feedback datasets by binarizing the rating values using 4 as the relevance threshold, treating ratings of value 1-3 as 0 (not observed). Otherwise, we evaluate CLiMF using exactly the same setup as in the rest of the methods. For this experiment, we use the MovieLens 100K and 1M datasets, fixing the number of training ratings per user $n_i = 20$, choose best parameters ($\lambda$: $\{10^{-4}, 10^{-5}, 10^{-2}, 10^{-1}, 1\}$, rank: $\{5, 10, 20, 30, 50, 70, 90\}$) in the validation set and report the mean of AP@5 and NDCG@5 over ten random runs. Results are reported in Table 2 and show that the Push CR methods are competitive, usually better on AP@5 and NDCG@5 compared to CLiMF. Similar trends were observed for different values of `top` and for $n_i = 10$, $n_i = 50$, and are thus omitted.

<table>
<thead>
<tr>
<th>Method</th>
<th>MovieLens 100K</th>
<th>MovieLens 1M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP@5</td>
<td>NDCG@5</td>
</tr>
<tr>
<td>Inf-Push CR</td>
<td>0.8446</td>
<td>0.6462</td>
</tr>
<tr>
<td>RH-Push CR</td>
<td>0.8605</td>
<td>0.6612</td>
</tr>
<tr>
<td>P-Push CR</td>
<td>0.8665</td>
<td>0.6693</td>
</tr>
<tr>
<td></td>
<td>0.8443</td>
<td>0.6402</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Push CR methods with CLiMF.

4.5 Parameter Sensitivity Analysis

Figures 7(a)-(d) show how the Push CR methods behave with different combinations of parameters. We used the two MovieLens datasets, fixing the number of training ratings per user $n_i=10$. To study the effect of the rank of the latent factors on the model performance, we varied it in the range of $\{5, 10, 20, 30, 50, 70, 90\}$ while keeping the regularizer $\lambda$ fixed to 0.0001. Figures 7(a)-(b) show that there is a decrease in AP@5 for high values of rank (70, 90). For P-Push CR, in the MovieLens 100K dataset, higher values of rank resulted in numerical instability issues. Also, in order to study the effect of the regularizer on the model performance, we varied $\lambda$ in the range of $\{0.0001, 0.001, 0.1, 1\}$ while keeping the rank fixed to 10. Figures 7(c)-(d) show that for all three methods there is a decrease in AP@5 for high values of $\lambda$ (0.1, 1). Note that we have performed early stopping based on the validation set, which leads to robustness of our methods to different parameter choices.

5. CONCLUSION

The paper builds on and merges two keys themes from the collaborative filtering and learning to rank literature: the use of a low rank representation for collaborative scoring, and the use of ranking losses which focus on the accuracy at the top of the list, by pushing down non-relevant items and/or pulling up relevant items. The merge results in a family of novel collaborative ranking algorithms with a push at the top of the ranked list for each user. The proposed algorithms are simple and scalable from an optimization perspective and are shown to be competitive to state-of-the-art baselines through extensive experiments. The modular structure of the development shows that other representations, beyond low rank, and other ranking losses, beyond the three considered here, can be considered with simple changes to the ideas presented.

Our methods are applicable in a variety of settings where (i) explicit binary relevance ratings are available (i.e., helpfulness of a review, like/dislike of a song) and (ii) implicit binary ratings are treated as explicit (i.e., considering non-clicks as non-relevant [13], using proxies such as dwell time as a threshold to quantify item relevance [42]). However, we plan to extend Push CR methods to handle multi-level relevance ratings as well. Future work will also consider developing parallel versions of the updates as well as incorporating feature information from users and items when available.
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