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ABSTRACT
Modern Internet companies improve their services by means of data-driven decisions that are based on online controlled experiments (also known as A/B tests). To run more online controlled experiments and to get statistically significant results faster are the emerging needs for these companies. The main way to achieve these goals is to improve the sensitivity of A/B experiments. We propose a novel approach to improve the sensitivity of user engagement metrics (that are widely used in A/B tests) by utilizing prediction of the future behavior of an individual user. This problem of prediction of the exact value of a user engagement metric is also novel and is studied in our work. We demonstrate the effectiveness of our sensitivity improvement approach on several real online experiments run at Yandex. Especially, we show how it can be used to detect the treatment effect of an A/B test faster with the same level of statistical significance.

Categories and Subject Descriptions: H.1.2 [User/Machine Systems]: Human information processing; H.5.2 [User interface]: Evaluation/methodology

General Terms: Measurement, Experimentation

Keywords: User engagement; engagement prediction; online controlled experiment; sensitivity; quality metrics

1. INTRODUCTION

Online controlled experiments, or A/B testing, have become the state-of-the-art technique to improve web services based on data-driven decisions [16]. It is utilized by many web companies, e.g., web search engines such as Bing [6] and Google [28], social networks like Facebook [1], etc. The largest ones have designed special experimental platforms that allow them to run A/B tests at large scale (e.g., hundreds of concurrent experiments per day) [28, 15]. An A/B test compares two variants of a service1 at a time by exposing them to two user groups and by measuring the difference between them in terms of a key metric (e.g., the revenue, the number of visits, etc.), also known as an overall evaluation criterion [18]. The ability of the metric to detect the statistically significant difference when the treatment effect exists is referred to as the sensitivity of the test. Improvement of the sensitivity is quite challenging, because the better it is, the smaller changes of the service could be detected by an experiment.

The straightforward way to improve the sensitivity, or the power, of a controlled experiment is to increase the amount of the observed statistical data that could be done either by increasing the population of users, participating in the experiment, or by conducting the experiment for a sufficient period of time. Both approaches have disadvantages. First, the amount of data is upper-bounded by the available web service traffic, and the growth of traffic per experiment reduces the number of experiments conducted per year [28, 7]. Second, increasing the size of a treatment group in the treatment group is always not desirable, as any treatment may have a negative effect. Third, the sooner an experiment finishes, the sooner the treatment variant of the system is shipped or is returned for rework. So, the described ways of improving the sensitivity of an A/B test are not preferred, because they are contrary to the main purposes of an experimentation platform: to run many experiments and to get their results fast [28].

The power of a controlled experiment depends on the variance of the key metric used in the test [18], hence, a variance reduction could serve as another way to improve the sensitivity. The basic examples of such approaches are discussed in [18]: the use of a key metric with lower variance and the elimination of users who were not affected by the service change in the treatment group [1]. The applicability of these approaches is limited and strongly depends on the case of a conducted experiment. Namely, an experimental platform usually has a standardized success criteria, which utilizes a small set of key metrics to make the final decision on the treatment variant of the service [15]. These metrics are usually selected with respect to some business-related criteria of a considered service and are aligned with its long-term goals (like the number of sessions per user for a search engine [14]). Hence, finding an alternative for them is non-trivial.
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1 Actually, experiments with negative result form a noticeable fraction among all experiments [13].
2 For instance, if an update of the ranking algorithm of a search engine is made only for the small amount of queries, then only the users submitted these queries should be kept in the treatment group.
and challenging [4], that is why a modification of an existing standardized metric is preferred.

The variance reduction techniques (the stratification and control variates), used in Monte Carlo simulations, were also applied [7] in the A/B testing. Though, they do not have the above-mentioned drawbacks and lead to a noticeable variance reduction, these techniques are based on the utilization of pre-experiment data and, hence, are limited in their applicability as well.

In our paper, we propose a novel method to improve sensitivity of online controlled experiments that exploits the prediction of the future behavior of an individual user based solely on the user’s behavior observed during the experiment. The intuition of this method is the following. We know (as mentioned above) that the longer an A/B experiment is conducted, the higher its sensitivity. Therefore, we can try to peek into the future behavior of each user participated in the experiment, and, based on the predicted user behaviors, calculate the evaluation metric for the experiment as if it was conducted beyond its actual time period. Hence, we expect improvement of the sensitivity as if the experiment was extended, while the actual experiment duration was not increased.

While our approach could be applied to any online metric of system performance (which is calculated over user data) we investigate it for the case of user engagement metrics. User engagement reflects how often the user solves her needs (e.g., to search something) by means of the considered service (e.g., a search engine). On the one hand, these metrics are measurable in the short-term experiment period, and, on the other hand, they are predictive of the long-term success of the company [14, 15, 16, 25]. That is why engagement metrics are often considered to be most appropriate for online evaluation. In this study, we pay special attention to the metrics that reflect the loyalty aspect of engagement: the state-of-the-art number of sessions per user metric [14, 27] (which is accepted as the “North-star” for A/B testing in major search engine companies like Bing [15] and the recently proposed absence time metric [9]. Our approach raises the problem of prediction of the future individual user engagement. To the best of our knowledge, no existing study on user engagement investigated such a prediction problem [4].

Finally, our approach could be used simultaneously with other sensitivity improvement methods (i.e., with stratification, control variates [7], transformation of the metric, filtration of the treatment group [15], etc.) and, hence, is not an a substitute, but rather a complement to them.

To sum up, our study considers the problem, which coincides with the emerging Internet companies’ needs: to run more online controlled experiments and to get their results on a significant level faster. Specifically, the major contributions of our work include:

- The solution to the problem of predicting the exact future values of engagement metrics of individual user behavior.

- Utilization of this predictor for the sensitivity improvement of online controlled experiments.

- Validation of our sensitivity improvement approach on real online experiments run at Yandex, first, demonstrating the growth of the number of statistically significant A/B experiments and, second, detecting the treatment effect of an A/B test faster (up to 50% of saved time) with the same level of statistical significance.

The rest of the paper is organized as follows. In Section 2, the related work on A/B testing and user engagement is discussed. In Section 3, our sensitivity improvement approach is presented. In Section 4, the six studied user engagement measures are introduced and a brief analysis of them is presented. In Section 5, our user engagement prediction problem is stated and its solution is evaluated by a large series of experiments. In Section 6, we show the results of applying our sensitivity improvement approach to several A/B experiments and discuss its possible extensions. In Section 7, the study’s conclusions and our plans for the future work are presented.

2. RELATED WORK

We compare our research with other studies in two aspects. The first one relates to online controlled experiments and, specifically, to the sensitivity improvement. The second one concerns user engagement with web services.

Online controlled experiment studies. The theoretical details of the online controlled experiment methodology were widely described in the existing works [23, 17, 18], and we conduct our experiments in accordance with them. A rich practical experience of using this methodology for different evaluation cases in many web companies was studied recently [13, 19, 28, 15]. These studies concern, inter alia, experiments with different components of a web service (the user interface [13], ranking algorithms [27, 8], etc.), large-scale experimental infrastructure [28, 15], different aspects of user behavior and interaction with a web service (clicks [14, 16], speed [19, 16], abandonment [16], periodicity [8], etc.), and so on. Some of existing works focused on the study of the trustworthiness of the results of an A/B test. Various pitfalls and puzzling results of online controlled experimentation were shared in [4, 23] and several “rules of thumb” were discussed in [16]. In our work, we were aware of all these experiences and pitfalls during our A/B experimentation.

Basic sensitivity improvement techniques for an online controlled experiment were concerned in [15]: increasing of the experiment duration or of the user population, participated in the experiment [5]; the use of another evaluation metric with lower variance [8]; and the elimination of users who were not affected by the service change in the treatment group [27]. More sophisticated variation reduction techniques were proposed in [7]: the stratification and the usage of control variates based on pre-experiment data. The authors of [16] noted that the reduction of skewness of the evaluation metric used in an A/B experiment could also improve the sensitivity (e.g., transformation of the metric or capping its values [16]). The sensitivity improvement for two-stage online controlled experiments was proposed in [8]. All these methods have their own disadvantages and limitations in their applicability (as discussed in Section 4). We propose an alternative approach to improve the sensitivity, which is based on predicting future user behavior and does not possess the limitations of the ones described above: no
use of pre- or post-experiment data; no dependance on the particular case of the service change (or comparison) under evaluation; and applicability to a wide range of metrics that could be predicted for an individual user.

**User engagement with web services.** Existing studies of user engagement with a web service and, particularly, a search engine are three-fold. First, several studies focused on analysis of user behavior. Some of them discovered the relationship between search success and search engine reuse [30][11]. Some others concerned behavioral patterns of users (e.g., simultaneous usage of several search engines [30] or periodicity of user engagement with a search engine usage [8] and models of web sites with respect to user behavior (e.g., w.r.t. multitasking user behavior [20] or w.r.t. popularity, activity, and loyalty among users [21]). In our work, we present a brief analysis of the correlations between several user engagement metrics including the state-of-the-art “number of sessions” and the recently proposed “absence time”.

Second, some studies focused on the prediction of future changes in user engagement. Prediction of how a user switches (no switch, persistent switch, or oscillating behavior) between search engines during 26 weeks was studied in [30]. The authors of [27] predict user engagement increase/decrease in the future week (they did not attempt to put this into any practical use, e.g., for sensitivity improvement). Among the features of the classifier they built, there were both engagement measures (the numbers of sessions, queries, clicks) and some non-engagement ones (query types, user satisfaction, etc.) observed during either one or three preceding weeks. The output of such a classifier could not be straightforwardly integrated in the A/B testing methodology to improve the sensitivity of evaluation metric due to the lack of the interpretable quantity of that output (see Sec. 3 for details). The prediction of the exact values of a user engagement metric provides an approximation of the original evaluation metric, which thus can serve as an interpretable metric itself, but it was not investigated in existing studies to the best of our knowledge. In our work, we introduce such prediction methodology for different user engagement metrics including the commonly used numbers of sessions, queries, clicks, and the recently proposed absence time.

Third, there are papers devoted to user engagement as an evaluation metric in online controlled experiments. In [14][15][16] the number of sessions per user was stated to be one of the key metrics used in Bing’s experimentation platform. The authors of [27] evaluated different changes in search relevance of a popular search engine by means of A/B testing with respect to this engagement metric and several non-engagement measures reflecting query types and user satisfaction. The absence time (the time between two user visits) on a par with other engagement metrics was applied in [8] to evaluate, by means of A/B experiments, different changes of the search engine ranking algorithm, changes of the user interface, and changes of the engine’s efficiency. In our work, we study the sensitivity improvement of controlled experiments with several user engagement metrics that are widely used in the described literature (see details in Sec. 4).

### 3. Framework

**Background.** In A/B testing, users, participated in an experiment, are randomly exposed to one of two variants of the service, the control (A) and the treatment (B) variants (e.g., the current production version of the service and its update), in order to compare them [18][14][16]. The comparison is based on the *evaluation metric* (also known as the online service quality metric, the overall evaluation criterion, etc.). In this paper, we consider “per user metrics” [4], which are calculated for each individual user and, then, are averaged over all users in each experiment variant [1]. Namely, let us consider a measure $M(u, T)$ of user interaction with the service (e.g., the number of clicks) during the experiment period $T$. For each user group $U_A$ and $U_B$, we calculate the average value $\overline{M}(T) = \frac{1}{|U|} \sum_{u \in U} M(u, T)$, $X = A, B$. After that, their absolute and relative differences are calculated $\Delta_T = \overline{M}(A) - \overline{M}(B)$ and $\text{Diff}_T = \frac{\Delta_T}{\overline{M}(B)}$.

Nonetheless, the quantities $\Delta_T$ and $\text{Diff}_T$ could not serve themselves as indicators of positive or negative consequences of the evaluated treatment variant of the service. The difference between the evaluation metrics over groups should be controlled by a statistical significance test. In our study, we utilize widely applicable two-sample t-test (as in [7][27][6]) to decide whether the metric of the treatment user group $B$ is significantly larger or smaller than that of the control one. This test is based on *t-statistic*:

$$\Delta_T \sqrt{\frac{\sigma_A^2(\overline{M}(T)) \cdot |U_A|^{-1} + \sigma_B^2(\overline{M}(T)) \cdot |U_B|^{-1}}{p_f}},$$

(1)

where $\sigma_A^2(\overline{M}(T))$ is the standard deviation of the measure $\overline{M}(u, T)$ over users $U_X$, $X = A, B$. The larger the absolute value of the t-statistic, the lower the probability (also known as p-value) of the null hypothesis, which assumes that the observed difference is caused by random fluctuations, and the variants are not actually different. If the p-value is lower than the threshold $p_{\text{val}} \leq 0.05$ (commonly used [18][14][7][27][16]), then the test rejects the null hypothesis, and the difference $\Delta_T$ is assumed to be statistically significant. The additional details of the A/B testing framework could be found in the survey and practical guide [15].

**The future user behavior prediction approach.** As it was shown above, any evaluation metric is calculated based on some time period $T = [0, T]$, i.e., on the experiment period. One way to improve the sensitivity of an A/B test is to conduct it longer [18], i.e., to increase the length of the period $T$. The main idea of this paper is to make it virtually by peeking into the future user behavior.

Suppose that, for a considered measure $M$ and for each user $u \in U$, we are able to forecast the value of the measure $M(u, T)$ calculated over some forecast period $T_f$ day-period based on some user behavior data $F_{\text{usr}}(u)$ observed during the first $T_f$ days of the target period. We denote this predicted value of the true measure by $P_{M}(u, T_f)$, $X = A, B$. If the length of an A/B experiment equals to $T_f$, then we are able to predict the user behavior data $F_{\text{usr}}(u)$ and to evaluate the performance of the A/B test.

5 This type of metrics (e.g., the number of sessions per user) is very popular in the online controlled experimentation [14]. However, there are also frequently used non-per user metrics [4] like the annual revenue [16].

6 In order to distinguish the method of calculating the value $M(u, T)$ for a user, from the value $\overline{M}(T)$, calculated for a user group $X$, the first one is referred to as a measure and the second one is referred to as a metric in our work.

7 The factor $\chi$ is randomly chosen once in our study in order to hide real values for confidentiality reasons.
measure $\mathbf{M}(u, \cdot)$ over the post-experiment period $T = [0, T_f]$ and calculate the evaluation metric $\mathbf{M}^X(T_f)$. $X = A, B$, (based on the predicted values) as if the $A/B$ test was conducted beyond its actual time period. We will use the notations $\mathbf{M}(u, T_f) = P_{A}(T_f(u)) \approx \mathbf{M}(u, T_f)$ and $\mathbf{M}^X(T_f) \approx \mathbf{M}^X(T_f)$ for the predicted user measure and its average values over the user groups $X = A, B$ respectively. Thereby, we forecast the metric $\mathbf{M}(\cdot, T_f)$, which would be calculated, if the A/B test period has been $[0, T_f]$ instead of $[0, T_p]$. We refer to this method of improving an evaluation metric as the future user behavior prediction approach (FUBPA).

First, our approach differs from the naive one, where prediction of the metric value $\mathbf{M}^X(T_f)$ for each group $X = A, B$, (or of their difference $\Delta T$) is based on their trends, observed during the $A/B$ experiment (i.e., on the metric values $\mathbf{M}^X(0, t)$ for some $t \leq T$) [14]. This method does not provide the significance level of the forecast difference due to the absence of data per experimental unit (i.e., per user in our case), and, thus, could not be used to improve sensitivity of A/B tests. On the contrary, our approach provides data for each user and, therefore, allows to calculate t-statistic.

Second, our approach differs from the utilization of a binary classifier of increase/decrease of a considered user measure in a post-experiment period (as it is proposed in [27] for the number of sessions). A fundamental shortcoming of such a classifier is that it could not be straightforwardly integrated in the A/B testing methodology. In fact, its outputs should be transformed to an evaluation metric first. One clear solution is to take the fraction of users whose engagement is predicted to grow. Another solution could be the averaged probability of growth estimated by the classifier. In any case, there is no reason why the obtained metric will correlate with the original user engagement metric accepted in the company. Hence, its difference Diff could not provide an insight on the difference of the original metric, which may be fatal both for understanding the $A/B$ experiment’s result and for the taken decision. For instance, a drop in the fraction of users with increased number of clicks on ads could be observed simultaneously with a growth in the number of clicks per user. The latter evaluation metric has the direct connection with the annual revenue of a considered company. On the contrary, in our approach, the approximation $\mathbf{M}^X(T_f)$ is trained to be as close as possible to the baseline metric $\mathbf{M}$.

Finally, the approximation is a surrogate of different simple measures $F_{T_p}(u)$ (which are used as features in the predictor). Therefore, the FUBPA could also be treated as a method to combine a series of evaluation metrics [2], targeting the combined metric to be similar to a desirable evaluation metric in future. The rest of this section is devoted to the theoretical analysis of the FUBPA approach.

Relation between prediction quality and sensitivity. Denote $m(u) = \mathbf{M}(u, T_f)$ the metric over users $u \in U$. Denote $\mathbf{M}(u, T_f)$ its predictor. W.l.o.g., we assume that the mean value $E(m) = 0$. We also assume that our prediction is unbiased, i.e., its mean value $E(\mathbf{M})$ is also equal to zero. In this case, the standard deviation $\sigma_m$ of the prediction error $e := m - \mathbf{M}$ is, by definition, the Root Mean Square Error (RMSE) of the predictor $\mathbf{M}$. We have

$$\sigma^2_m = \sigma^2_e + \sigma^2_m + 2\text{Cov}(e, m), \quad (2)$$

where $\sigma^2_e$ denotes the standard deviation of a variable $x$.

Note that, for any predictor $m'$, the optimal predictor in the class $\{c m' \mid c \in \mathbb{R}\}$ is $m' = (\text{Cov}(m, m')/\sigma^2_m) m'$, since it provides the minimum of the mean squared error $\text{Cov}(m, m') = c^2 \sigma^2_m - 2c \text{Cov}(m, m') + \sigma^2_m$. Therefore, if the class of prediction models is closed under scalar multiplication for the optimal predictor $\mathbf{M}$, we have $\text{Cov}(m, m) = \sigma^2_m$, and thus

$$\text{Cov}(e, \mathbf{M}) = \text{Cov}(m - m, m) = \text{Cov}(m, m) - \sigma^2_m = 0.$$ 

Therefore, the identity (2) implies that, in the case of an optimal predictor, the RMSE and the standard deviations of the metric $\sigma_m$ and its predictor $\sigma_\mathbf{M}$ are connected by the following identity

$$\sigma^2_\mathbf{M} = \sigma^2_m - \text{RMSE}^2(m, \mathbf{M}). \quad (3)$$

This implies the following clear finding. The better the prediction quality in terms of RMSE, the greater the variance of the obtained surrogate metric $\mathbf{M}$. On the one hand, increasing of the prediction quality provides a better approximation of the original measure $m(u)$ and may lead to a better online metric $\mathbf{M}(T_f)$. On the other hand, better prediction implies greater variance, which may affect the sensitivity of the metric (see t-statistics in Eq. (1)). Hence, we conclude that the prediction quality does not directly translate into the growth of the metric sensitivity. For example, we may expect that a 10% growth of prediction quality over a baseline may lead to a significant sensitivity improvement, while further growth of quality does not improve the obtained metric.

4. USER ENGAGEMENT

Engagement measures. We use the logs of Yandex\footnote{This condition is satisfied by a wide range of prediction models including linear model and the state-of-the-art Friedman’s gradient boosting decision tree model [10], which are applied in Section 5.} one of the most popular global search engines, in order to study user engagement. For each user\footnote{We use cookie IDs [13] to identify users as done in other studies on user engagement [9, 20, 27, 8].}, we study 6 popular engagement measures, which represent both loyalty and activity aspects of user engagement. For a considered period of time (a day, a week, a month, etc.), we study the following engagement measures calculated over this time period:

- the number of sessions (S);
- the number of queries (Q);
- the number of clicks (C);
- the presence time (PT);
- the number of clicks per query (CPQ or CTR);
- the absence time per session (ATPS).

Following common practice [12, 14, 9, 27, 3, 8], we define a session as a sequence of user actions whose dwell times are less than 30 minutes. The presence time PT is measured as the sum of all session lengths (in seconds) observed during the considered time period, while the total absence time is measured as the length of the considered time period minus the presence time. Note that the measures S, Q, C, and PT are additive with respect to the time period. The measure ATPS is calculated as the total absence time divided by the
number of user sessions $S$. The number of clicks per query $CpQ$ could be regarded as the CTR of the search engine result pages as well. The measures $S$ and $ATpS$ represent the user loyalty [25, 14], whereas the measures $Q$, $C$, $PT$, and $CpQ$ represent the user activity [18, 25]. The set of all measures is denoted by $M = \{S, Q, C, PT, CpQ, ATpS\}$. Before proceeding to the main problems studied in this paper, we present a brief analysis of these measures. We investigate the relationships between them and their persistence across time in order to have a better interpretation of the prediction quality obtained in the next section.

**Correlation between measures.** We calculate the correlations between the studied measures in the following way. Let one consider two measures $M_i, M_2 \in M$, a certain set of users $U$, and a certain time period $T$. Then, these measures $M_i(u, T)$, $i = 1, 2$, are calculated for each user $u \in U$ over the whole time period $T$ (e.g., the total number of sessions during the entire period). We consider a user as a random event and calculate the Pearson’s correlation coefficient $Corr_{ui}$ over users $U$.

In the analysis of this section, we use a 2-week period $T$ from March, 2013 as the time period $T$, and we consider all active users of the search engine during the period $T$ as the set $U$ (its size $|U| \geq 10^7$). Table 1 reports the values of the correlations $Corr_{ui}$ between all measures from $M$. We highlighted in **boldface** the ones with the highest absolute value in each column, while the smallest ones are **underlined**. First, one sees that all additive measures $S$, $Q$, $C$, and $PT$ are noticeably well correlated ($Corr_{ui} \geq 0.81$). Second, the measure $CpQ$ has low correlation with other measures ($Corr_{ui} \leq 0.083$) except with the number of clicks $C$ ($Corr_{ui} = 0.175$). Third, the absence time $ATpS$ is mostly negatively correlated with the other measures. This observation coincides with the intuition that the more frequently a user utilizes the service (higher the number of sessions, queries, etc.), the lower the absence time.

Next, we plot the joint distributions of users $U$ w.r.t. each pair of the studied measures $M$ calculated over the

2-week period $T$ (i.e., 15 heat maps in total) in Figure 1. First, the previously observed close relationships between all additive measures $S$, $Q$, $C$, and $PT$ are also seen in their joint distributions: the user population is concentrated near the main diagonal in the heat maps in Figure 1. Second, the negative correlation of the absence time $ATpS$ with other measures reported in Table 1. Second, the negative correlation of the absence time $ATpS$ with other measures is also seen in Figure 1, where the user population is concentrated along the secondary diagonal of the heat maps.

**Long-term measure persistence.** We also identify the relationship between the values of the same measure calculated over two different time periods. Namely, the Pearson’s correlation coefficient over users $U$ is calculated for the values $M_i(T_1)$ and $M_i(T_2)$ of each measure $M \in M$, where $T_1$ and $T_2$ are two consecutive 2-week periods. The correlation are presented at the bottom of Figure 1. The highest value is highlighted in **boldface**, and the lowest one is **underlined**. The joint distributions of users $U$ w.r.t. each engagement measure from $M$ calculated over the 2-week periods are also captured in Figure 1. Almost all measures (except for $CpQ$) have a high persistence over time ($Corr_{ui} \geq 0.61$). Hence, we expect that the values of these measures over the future may be better predicted by their values over the observed period than the ones of $CpQ$.

In this section, we presented the main user engagement measures under our study and briefly analyzed them in different ways. These observations will help us clearly understand the findings in the next section devoted to the prediction of user engagement.

### Table 1: Correlations $Corr_{ui}$ between all engagement measures $M$ calculated over a 2-week period.

<table>
<thead>
<tr>
<th>$Corr_{ui}$</th>
<th>$S$</th>
<th>$Q$</th>
<th>$C$</th>
<th>$PT$</th>
<th>$CpQ$</th>
<th>$ATpS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>--</td>
<td>0.843</td>
<td>0.810</td>
<td>0.831</td>
<td>0.028</td>
<td>−0.595</td>
</tr>
<tr>
<td>$Q$</td>
<td>0.843</td>
<td>--</td>
<td>0.888</td>
<td>0.910</td>
<td>−0.001</td>
<td>−0.483</td>
</tr>
<tr>
<td>$C$</td>
<td>0.810</td>
<td>0.888</td>
<td>--</td>
<td>0.904</td>
<td>0.175</td>
<td>−0.478</td>
</tr>
<tr>
<td>$PT$</td>
<td>0.831</td>
<td>0.910</td>
<td>0.904</td>
<td>--</td>
<td>0.081</td>
<td>−0.461</td>
</tr>
<tr>
<td>$CpQ$</td>
<td>0.028</td>
<td>−0.001</td>
<td>0.175</td>
<td>0.081</td>
<td>--</td>
<td>−0.083</td>
</tr>
<tr>
<td>$ATpS$</td>
<td>−0.595</td>
<td>−0.483</td>
<td>−0.478</td>
<td>−0.461</td>
<td>−0.083</td>
<td>--</td>
</tr>
</tbody>
</table>

In our study, we consider all users $U$ that used the search engine during the period $T_1$ (and may use it during the forecast period), while users who started using it in the period $T_2$ are not included in the set $U$.

---

1. In our study, we also considered another definition of this measure: the sum of times between consecutive user sessions divided by the number of absences (i.e., by $S - 1$), and, if only one session is observed, then it is equal to 0. However, such variant of measure demonstrated lower persistence over time, noticeably lower predictability, and the OEC based on it failed unacceptable number of $A/A$ tests.
2. It is a popular length of A/B experiments [14, 27, 16, 8].
3. We hide all absolute values for confidentiality reasons.
4. In our study, we considered all users $U$ that used the search engine during the period $T_1$ and may use it during the forecast period, while users who started using it in the period $T_2$ are not included in the set $U$. 

---

**Figure 1:** The joint distributions of users $U$ w.r.t. each pair of the studied measures $M$ calculated over a 2-week period.
Table 2: The top-20 features w.r.t. the improvement over the baseline feature set in terms of RMSE for the measure $S$ with $|T_p| = 14$ and $|T_f| = 28$.

<table>
<thead>
<tr>
<th>Decision Trees</th>
<th>Linear Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>M Feature</td>
<td>Impr.</td>
</tr>
<tr>
<td>S lgavg</td>
<td>-0.43%</td>
</tr>
<tr>
<td>ATP$<em>6$ lgTS$</em>{14}$</td>
<td>-0.40%</td>
</tr>
<tr>
<td>ATP$_6$ lgEntPerm$_5$</td>
<td>-0.20%</td>
</tr>
<tr>
<td>S lgEntPerm$_2$</td>
<td>-0.20%</td>
</tr>
<tr>
<td>ATP$<em>8$ lgTS$</em>{13}$</td>
<td>-0.19%</td>
</tr>
<tr>
<td>S sum$_2$</td>
<td>-0.18%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_5$</td>
<td>-0.18%</td>
</tr>
<tr>
<td>Q lgEntPerm$_6$</td>
<td>-0.18%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_6$</td>
<td>-0.17%</td>
</tr>
<tr>
<td>ATP$_8$ lgavg</td>
<td>-0.17%</td>
</tr>
<tr>
<td>S DFTA$_1$</td>
<td>-0.17%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_2$</td>
<td>-0.16%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_8$</td>
<td>-0.16%</td>
</tr>
<tr>
<td>S lgEntPerm$_8$</td>
<td>-0.15%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_2$</td>
<td>-0.14%</td>
</tr>
<tr>
<td>S lgsum$_2$</td>
<td>-0.14%</td>
</tr>
<tr>
<td>ATP$_8$ lgEntPerm$_6$</td>
<td>-0.13%</td>
</tr>
<tr>
<td>ATP$<em>8$ Ent$</em>{sum}$_1$</td>
<td>-0.13%</td>
</tr>
<tr>
<td>Q Ent$_{Ap}$</td>
<td>-0.13%</td>
</tr>
<tr>
<td>ATP$_8$ GrPos$_4$</td>
<td>-0.13%</td>
</tr>
<tr>
<td>ATP$<em>8$ Ent$</em>{perm}$_7$</td>
<td>-0.13%</td>
</tr>
</tbody>
</table>

The observed and target periods. In our experiment, we compare different feature sets and prediction models for 14-day observed periods $T_p$, and for 28-day forecast period $T_f$. We remind that these are popular lengths of A/B experiments [14, 27, 16, 8]. However, the dependence of the prediction quality on the period lengths is analyzed at the end of this section.

Features. Now we discuss the features we utilize in the user engagement prediction. Each engagement measure $M \in \mathcal{M}$ can be translated into several scalar features in different ways. Specifically, we consider the following calculation and transformation methods.

The total feature. First, we calculate the measure $M$ over the observed time period $T_p$ (e.g., for $M = S$, it is the total number of sessions over the time period $T_p$). This is the same as the predicted target, but over the observed time period $T_p$ instead of the forecast one $T_f$. We denote this feature by Total.

The time series. Second, we calculate the measure $M$ over each day of the time period $T_p$ and obtain a daily time series of length $|T_p|$. We denote such feature vector by $TS_d$. Then, for each day $t \in T_p$, we calculate the measure $M$ over the time period that starts on the first day of $T_p$ and finishes on the day $t$. Thus, we obtain a cumulative time series of length $|T_p|$. This feature vector is denoted by $TS_c$.

The statistics features. Next, we consider the daily time series $TS_d = \{x_{t}\}_{t=1}^{28}$ and get basic statistics over it: the minimal (min), maximal (max), average (avg) values, the standard deviation (std), the median (med), the sum (sum), the sum of squares (sum$_2$), and the sum of cubes (sum$_3$) over days. Additionally, we calculate the variation of the time series (i.e., var := $\sum_{t=1}^{28} |x_{t+1} - x_{t}|$) and the number (GrPos$_1$) of the values of the series not less than the threshold $\tau$, which is chosen from among 1, 2, 4, 10, 20, 40, and 100. Thus, we consider here 16 scalar features in total.

The derivative features. We calculate the finite differences of the first order $DF_1 := \{x_{t+1} - x_{t}\}_{t=1}^{28}$ and of the second order $DF_2 := \{x_{t+2} - 2x_{t+1} + x_{t}\}_{t=1}^{27}$ over the daily time series $TS_d$. These 2$|T_p| - 3$ scalar features are analogs of the first and second derivatives in the discrete case. Similar first order finite differences over weekly time series were used in the classifier [27] and had one of the highest weights in the prediction settings. We also sort in descending order the differences $DF_1$ (DF$_2$) and replace each difference by its index in the original series, obtaining the integer sequence...
FD_{rank} (FD_{rank}), which describes the day of the highest difference, the day of the lowest difference, etc.

The periodicity features. We apply the discrete Fourier transform (DFT) \[^{29}\] to the daily time series TS\(_A\): \(X_k = \sum_{t=1}^{T_p} x_t e^{i \omega k (t-1)}\). Thus, we obtain \(|T_p|\) complex numbers (DFT), then we get their real parts (amplitudes DFT\(_A\)) and their imaginary parts (phases DFT\(_{Ph}\)). These 2\(|T_p|\) scalar features encode periodicity in user engagement and were studied in the paper [8], where their long-term persistence is found to be better than the one of the daily time series. We also sort in descending order the amplitudes DFT\(_A\) and replace each amplitude by its index in the original series, obtaining the integer sequences DFT\(_{rank}\). This sequence describes which frequencies \(\omega_k, k \in Z_{|T_p|}\), dominate among others, which one has the lowest amplitude, etc.

The entropy features. In order to get the average amount of information contained in daily user engagement series, we calculate entropy for our series TS\(_A\) in the following ways: (a) the Shannon entropy Ent\(_{Sh}\) as in [26]; (b) the Permutation entropies Ent\(_{perm}\) as in [2], and the Sorting entropies Ent\(_{sort}\) as in [2] of orders \(n = 2, \ldots, |T_p| - 1\); (c) the Approximate entropies Ent\(_{Ap}\) as in [23, 24], and the Sample entropies Ent\(_{Smpl}\) as in [24] for \(m = 2, \ldots, |T_p| - 2\).

Thus, we consider 14\(|T_p|\) scalar features for each of 6 engagement measures \(\mathfrak{M}\) (i.e., 1188 in total). All features described above are considered both in normal and in logarithmic (where applicable) scales in order to better catch the differences between values of different magnitudes. Besides, we consider the day-of-the-week of the first day of the observed period \(T_p\) as an additional categorical feature DoW in order to better catch the influence of the position of the period w.r.t. the week cycle.

**Feature selection.** Note that statistics, derivative, periodicity, and entropy features are derivable from the source time series. Therefore, we expect that not all these features could provide a significant profit in prediction quality w.r.t. the source time series. Besides, utilization of the large number of features may lead to overfitting of the model and unreasonable consumption of computational resources. Hence, we conduct feature selection by studying the profit in prediction quality of each scalar feature w.r.t. a baseline feature set. We consider the set \{Total, TS\(_A\)\} calculated for all user engagement measures \(\mathfrak{M}\) as the baseline feature set (it consists of 6\(|T_p| + 6 = 90\) scalar features) in our feature selection procedure. Then, we train our models under the setup described at the beginning of the baseline set and for this set extended by one of the other scalar features. We present the top-20 features w.r.t. the improvement of the baseline prediction quality in terms of RMSE for the number of sessions measure S in Table \[^{13}\].

We see that both the periodicity and entropy features improve prediction quality, contrariwise, none of the derivative features shows any significant improvement with p-value \(\leq 0.05\). We selected the features that showed noticeable and significant improvement in several prediction tasks (i.e., targets and models) or for several user engagement measures.

\[^15\] In our work, we tried to train models based on all features. However, these models were outperformed by the models based on the time series features solely.

\[^{16}\] We removed the identical features, such as avg, ReDFT[0], DFT\(_A\)[0], etc. from the lists.
the RMSE of the naive average baseline by 66.6%). The other additive target measures Q, C, and PT have almost the same nRMSE values and they are a little bit worse than the ones of S. The ratio target measures CpQ and ATpS have the worst prediction quality w.r.t. the naive average baseline. Moreover, the prediction quality for these two targets is very difficult to improve in comparison with the others. These observations coincide with our findings on the gets is very difficult to improve in comparison with the other measures or the novel features, while the quality for these two targets proved noticeably when the feature set is extended by the TS-series (even the cumulative time series due to additivity of other additive target measures (e.g., ablation of all S-features decreases the nRMSE by 0.94%). In the other cases, the ablation of one of the features connected with the activity aspect of user engagement (Q, C, PT, and CpQ) does not have a noticeable effect on the quality, while the user loyalty measures S and ATpS have a noticeable and significant influence on the prediction of any studied target (e.g., the ablation of all S-features decreases the nRMSE for prediction of the presence time PT by 0.24%). Finally, Fig. 3 demonstrates the nRMSE values for our best predictors learned for different combinations of the length \( T_f \) of the observed time period and the length \( T_p \) of the forecast one. We see that the closer these lengths are, the better the prediction quality.

At last, in order to understand the dependence of the prediction quality on the UE measures \( M \) used in the set of features, we conduct the experiments to evaluate the drop in the performance caused by removal of each measure \( M \in M \). For all targets, we observe the highest performance drop, when we remove the features calculated for the target measure (e.g., ablation of all S-features decreases the nRMSE for prediction of the number of session S by 0.94%). In the other cases, the ablation of one of the measures connected with the activity aspect of user engagement (Q, C, PT, and CpQ) does not have a noticeable effect on the quality, while the user loyalty measures S and ATpS have a noticeable and significant influence on the prediction of any studied target (e.g., the ablation of all S-features decreases the nRMSE for prediction of the presence time PT by 0.24%). Finally, Fig. 3 demonstrates the nRMSE values for our best predictors learned for different combinations of the length \( T_f \) of the observed time period and the length \( T_p \) of the forecast one. We see that the closer these lengths are, the better the prediction quality.

To sum up, in this section, we studied the problem of prediction quality of the exact value of one of the six user engagement measures. We investigated the dependence of the prediction quality on the utilization of different user engagement measures, on the calculation/ transformation techniques of translation them into features, and on the sizes of the observed and the forecast time periods. We conclude that the use of almost all studied features could significantly improve the quality of user engagement prediction, and the dependence of this quality on the parameters of the prediction task agrees with the user engagement analysis provided in Section 4.

6. A/B EXPERIMENTS

Experimental setup. In our paper, we consider 32 A/B experiments conducted on real users of the search engine (Yandex) in order to validate our approach of improving the sensitivity of key metrics (FUBPA, see Section 4 for details). Each experiment ran for at least two weeks. The user samples used in the A/B tests are all uniformly randomly selected, and the control and the treatment groups are of approximately the same size (at least, hundreds of thousands of users). Each experiment evaluates a change in one of the main components of the search engine: a change in the ranking algorithm, the engine response time, or a change in the user interface. During our A/B experimentation, 23 control experiments (so-called A/A tests) were conducted in order to check the correctness of the experimentation setup \( \text{[13, 3]} \). We considered a commonly used threshold \( p_{val} = 0.05 \) for the p-value of the statistical significance test (i.e., of two-sample t-test \( \text{[7, 27, 0]} \), see Sec. 3 for details).

In this section, the per-user metrics based on six user engagement measures from \( M \) (introduced and analyzed in Sec. 4) are considered as our baseline evaluation criteria. Then, we study the modified variants of these metrics obtained by means of the future user behavior prediction approach (FUBPA) described in Sec. 3. Namely, for each user participated in an A/B test, we predict her future engagement based only on the data observed during the A/B test’s period by means of the best decision tree model from Sec. 4 that have been trained in advance \( \text{[13, 3]} \). We consider forecast time periods up to the 28-th day since the experiment start, and, hence, we get several novel modifications for each metric \( X \in M \). In this section, we refer to them as FUBPA\( _{X \rightarrow Y} \), where \( X \) is the considered duration of the experiment in days and \( Y \) is the length of the forecast period in days. For instance, FUBPA\( _{1 \rightarrow 28} \) is the evaluation metric, which predicts (based on the first 7 days of the experiment) the value of the considered metric \( X \) over 21 days since the experiment start, as if it was conducted for 21 days. Additionally, we predicted the metric value at the post-experiment periods. Such metric modifications, which are referred to as FUBPA\( _{X \rightarrow post} \), predict the value of \( X \) over \( (Y - X) \) days after the end of X-day experiment period.

A/A tests. First of all, we check our metrics against 23 A/A tests. An A/A test should be failed about 5% of the time for the p-value threshold 0.05 \( \text{[15, 4]} \), which is used in our work. Each of the metrics C, PT, CpQ, each of all their FUBPA modifications, and each of the post-experiment modifications (i.e., FUBPA\( _{X \rightarrow post} \)) of ATpS failed one A/A test. All other metrics and all other modifications did not fail any A/A test. Hence, all our metrics and all our modifications have an acceptable rate of A/A fails.

Example. We start our study from consideration of an example A/B experiment. It evaluates a treatment, which is an improvement of the ranking algorithm of the search engine. We look at the absence time metric ATpS. The results for this experiment are presented in Fig. 4. We see that the metric does not detect the treatment effect during the first 7 days of the experiment. However, its modification FUBPA\( _{4 \rightarrow 17} \) shows a statistically significant difference

\[ 0.4\% \]17

\[ 17\text{They have been trained on the data obtained during the time period of February and March, 2013, before all our A/B experiments that were conducted from April, 2013 to September, 2014.} \]
detects it. On the one hand, if the change of the service is already detected in such experiments, then we do not need to utilize sensitivity improvement approaches. On the other hand, one could use the FUBPA technique to ensure that the treatment effect will not disappear in the future (see further in this section). Nonetheless, in all those treatment effects that were detected both by a baseline metric and its FUBPA modifications, the sign and the magnitude of the relative difference value Diff are the same. This means that our modifications at least do not harm the decision taken after a successful experiment: to accept the evaluated change.

To utilize sensitivity improvement approaches. On the other hand, one could use the FUBPA technique to ensure that the treatment effect will not disappear in the future (see further in this section). Nonetheless, in all those treatment effects that were detected both by a baseline metric and its FUBPA modifications, the sign and the magnitude of the relative difference value Diff are the same. This means that our modifications at least do not harm the decision taken after a successful experiment: to accept the evaluated change.

Overall detection of the treatment effect. Next, we discuss the results of application of our approach to our six user engagement metrics \( M \) in order to improve sensitivity of 32 studied A/B experiments with 14-day duration. Table 4 summarizes the number of A/B experiments, whose treatment effect is detected by each of the actual key metrics and each of its FUBPA modifications. The best result in each column is underlined. Additionally, the number of A/B experiments, whose treatment effect is detected by a considered modification and is not detected by the corresponding baseline metric, is indicated in brackets. First, we see that the metrics based on the number of sessions measure \( S \) (i.e., the actual per-user metric and its FUBPA modifications) detect the treatment effects in a fewer number of A/B tests than the ones based on the absence time measure \( \Delta T_{\text{pS}} \), which is assumed to be a novel alternative to \( S \). Thus, the absence time appears to be more sensitive than the state-of-the-art number of sessions per user. Second, the click-based metrics (i.e., the number of clicks per user \( C \) and the number of clicks per query per user \( \text{CpQ} \)) are more sensitive than the others. This observation is expected and exactly correlates with the “rule of thumb” #5 in [16], which states that clicks are easy to shift, while the number of sessions is hard to change.

First, we see that the metrics based on the number of sessions measure \( S \) (i.e., the actual per-user metric and its FUBPA modifications) detect the treatment effects in a fewer number of A/B tests than the ones based on the absence time measure \( \Delta T_{\text{pS}} \), which is assumed to be a novel alternative to \( S \). Thus, the absence time appears to be more sensitive than the state-of-the-art number of sessions per user. Second, the click-based metrics (i.e., the number of clicks per user \( C \) and the number of clicks per query per user \( \text{CpQ} \)) are more sensitive than the others. This observation is expected and exactly correlates with the “rule of thumb” #5 in [16], which states that clicks are easy to shift, while the number of sessions is hard to change.

Third, one could note that, for instance, the actual metric \( C \) detects the treatment effects in 8 A/B tests, while its modification \( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} \) detects the ones in 8 A/B tests also, but one of them is new (i.e., it is not detected by \( C \)). It means that a FUBPA modification does not always detect the treatment effect in a test, where the baseline metric

![Figure 4: The Diff and \( p_{\text{val}} \) of \( \Delta T_{\text{pS}} \) observed during an example A/B test and of the estimations of \( \Delta T_{\text{pS}} \) by the FUBPA \( X \rightarrow Y \) with different values of \( X \) and \( Y \).](image)

\( (p_{\text{val}} \leq 0.048) \). Thus, the treatment effect is correctly detected at the 4-th day since the experiment start by means of FUBPA, while the baseline metric \( \Delta T_{\text{pS}} \) does not detect the effect till the 8-th day (i.e., one saves 50% of the time for this example). Note that the signs of the actual and the predicted differences Diff are the same. Moreover, it is observed for all FUBPA modifications. The magnitudes of the predicted Diff for FUBPA \( X \rightarrow Y \) are also of the same order. However, their exact values are sometimes far from the actual ones and depend noticeably on the difference observed at the X-day for the actual metric. This finding correlates with the fact that the information from the last days of the observation period has a large impact on the prediction quality (see Sec. 4).

**Table 4: The number of A/B tests whose treatment effect is detected by each UE metric and its FUBPA modifications.**

<table>
<thead>
<tr>
<th>Metric</th>
<th>S</th>
<th>Q</th>
<th>C</th>
<th>PT</th>
<th>CpQ</th>
<th>( \Delta T_{\text{pS}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual@1 day</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>4</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} ) @14 day</td>
<td>( 3 (+1) )</td>
<td>( 0 )</td>
<td>9 (+1)</td>
<td>4</td>
<td>15 (+1)</td>
<td>4</td>
</tr>
<tr>
<td>( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} ) @18 day</td>
<td>( 3 (+1) )</td>
<td>( 0 )</td>
<td>9 (+1)</td>
<td>4</td>
<td>15 (+1)</td>
<td>4</td>
</tr>
<tr>
<td>( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} ) @21 day</td>
<td>( 3 (+1) )</td>
<td>( 0 )</td>
<td>9 (+1)</td>
<td>4</td>
<td>15 (+1)</td>
<td>4</td>
</tr>
<tr>
<td>( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} ) @25 day</td>
<td>( 3 (+1) )</td>
<td>( 0 )</td>
<td>9 (+1)</td>
<td>4</td>
<td>15 (+1)</td>
<td>4</td>
</tr>
<tr>
<td>( \text{FUBPA}^{\Delta T_{\text{pS}} \rightarrow \text{Y}} ) @28 day</td>
<td>( 3 (+1) )</td>
<td>( 0 )</td>
<td>9 (+1)</td>
<td>4</td>
<td>15 (+1)</td>
<td>4</td>
</tr>
</tbody>
</table>

**Discover of future metric sensitivity.** Let us see how the FUBPA detects the actual future sensitivity of a baseline metric. We consider the metric \( \text{CpQ} \), which detected the largest number of treatment effects. For these purposes, we consider our 32 A/B experiments as if they ran only for the first 7 days of their duration, and, based on these observations, we apply the FUBPA to our baseline metric. Further, we consider only those A/B tests that have no detected treatment effect w.r.t. the baseline metric over 7 days. For each FUBPA modification and for each A/B test, we look at the FUBPA modification and check if it expects appearing of the treatment effect in the future measurement of the baseline metric (i.e., in the future 7 days, 14 days, etc., depending on the type of the FUBPA). After that, we check it against the actual effect in the baseline metric measured for the considered A/B test over the 14 days of its duration. Finally, Table 5 summarizes this information over considered A/B tests and the baseline metric \( \text{CpQ} \) obtaining the statistics for each type of the FUBPA modification. Thus, we are interested in how good our approach is at prediction of the detection of the treatment effect in the future (i.e., at the 14-th day of an A/B test) in the case of the non-significant difference observed at the current moment (i.e., at the 7-th day of an A/B test). From Table 5, one sees that almost all FUBPA modifications have very good positive and negative predictive values (i.e., Col. 1 and Col. 4). So, one could conclude that our FUBPA technique can be used in practice as an additional flag to make the decision (e.g., at a half of time period of an A/B test which had not detected a
treatment effect at this time): to stop the experiment (and, hence, save some experimentation platform’s resources for other A/B tests, e.g., a fraction of an experimentation traffic) or to continue it.

Control of the current effect persistence. On the contrary, we can consider the opposite situation. Suppose that a key metric detects the treatment effect at the 7-th day of an A/B test, then we are interested to know if this effect remains at the 14-th day or disappears. This case is very important in practice, because the statistically significance difference in the first days of an A/B experiment may be caused by the Primacy and Novelty effects [15, 14, 16], and, as a result, the true treatment effect might be delayed or be absent at all. In order to check the persistence of the treatment effect observed at the 7-th day to the 14-th day, we apply our FUBPA technique in the same way as in the previous paragraph, but we consider only those A/B tests that have detected treatment effect w.r.t. to the baseline metric over 7 days. We present these results for predicting the current treatment effect persistence in Table 6 for the metric CpQ. First, one sees that all types of the FUBPA have a very good precision (i.e., ≥ 93%, see Col. 1), however the negative predictive values (i.e., Col. 4) are very low, i.e. the biggest one is 17%. The recall values (Col. 1 divided by the sum of Col. 1 and Col. 2) for all types of the FUBPA are higher than 57%, and the best recall value 93% is observed for FUBPA7→14, Y = 8, 11, and 14. So, one could conclude that our FUBPA technique can be used in practice as an additional flag to make the decision after obtaining a treatment effect earlier than the predefined experiment duration: to continue the experiment (e.g., to ensure the result against the Primacy and Novelty effects), or to stop the experiment (and, hence, save some experimentation platform’s resources for other A/B tests, e.g., a fraction of an experimentation traffic).

Possible extensions and combinations with other techniques. Our future user behavior prediction approach could be applied in many cases and could be combined with other sensitivity improvement techniques. For example, we could combine the FUBPA with the stratification technique, which is proposed in [7]. On the one hand, we could directly apply stratification of users (e.g., w.r.t. the used browser) to the FUBPA modification of the key metric. On the other hand, we could stratify users in the training set of the user behavior predictor and obtain an individual predictor for each stratum (e.g., own predictor for each user preference to a particular browser). After that, during an A/B test, we would apply the proper predictor for each stratum.

Besides, a FUBPA modification of a metric could be regarded as a self-sufficient evaluation metric, because it is the average value of a user’s feature, which is calculated based on the data observed in the experiment period solely (as it is shown in Sec. 5). The only difference between this feature and a simple measure, like the number of sessions, consists in that the first one is calculated in a sophisticated way by means of the predictor. Therefore, we can apply any previously proposed approaches of sensitivity improvement, treating a FUBPA modification as a key metric. For instance, one can (a) remove those users from the treatment group, who were not affected by the evaluated change [15, 16]; (b) transform or cap this metric [19]; and (c) consider this metric in two-stage controlled experiments, applying proper variation reduction techniques, that are proposed in [6]. Finally, note, that some techniques (e.g., the point (b)) could be applied during the prediction training stage (i.e., train a future predictor of an improved metric).

### 7. CONCLUSIONS AND FUTURE WORK

In our work, we consider the problem of prediction of user engagement in terms of exact values of several state-of-the-art UE metrics. To the best of our knowledge, this problem is assumed to be novel and never investigated in existing studies. We performed a deep study of the influence on the prediction quality of utilized engagement measures and their transformations. Then, we applied the obtained predictor for the purpose of improving the sensitivity of online controlled experiments. We found that this approach increases the number of online controlled experiments with detected a treatment effect. The evaluations on real online experiments run at Yandex show that the approach can be used to detect the treatment effect of an A/B test faster (up to 50% of saved time) with the same level of statistical significance. Our technique can also be used in practice as an additional flag to make the decision during an A/B test to continue or to stop it based on the probabilities of obtaining the significant treatment effect. Hence, the results of our study coincide with the emerging needs of modern web companies to run more and fast controlled experiments on a limited number of their users.

**Future work.** We believe that our sensitivity improvement approach will be of interest to researchers and practitioner in online controlled experiments. As future work we can, first, extend the set of user engagement measures and other user behavior data for further improvement of the user engagement prediction quality and, hence, the controlled experiment sensitivity. Second, we can study more sophisticated prediction models to be applied in our sensitivity improvement approach. Finally, it would be interesting to combine different sensitivity improvement techniques with our approach.

---

**Table 5:** The prediction of appearing of the treatment effect of 17 A/B tests w.r.t. CpQ.

<table>
<thead>
<tr>
<th>Actual 14-day effect:</th>
<th>appears (1)</th>
<th>none (16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUBPA expects:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>0 (0%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>0 (50%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>0 (50%)</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual 14-day effect:</th>
<th>appears (1)</th>
<th>none (16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUBPA expects:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>15 (94%)</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 6:** The persistence of the treatment effect of 15 A/B tests w.r.t. CpQ.

<table>
<thead>
<tr>
<th>Actual 14-day effect:</th>
<th>remains (14)</th>
<th>disappears (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUBPA expects:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>14 (93%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>14 (93%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>14 (93%)</td>
<td>1</td>
</tr>
<tr>
<td>FUBPA7→14</td>
<td>9 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>FUBPA7→21</td>
<td>9 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>FUBPA7→28</td>
<td>9 (100%)</td>
<td>0</td>
</tr>
</tbody>
</table>
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